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Cpar~isciit amnng Estimators of a Scale

Parameter of the Beta-Stacy Distribu'tion

By N.L. Jhnmson*, Tiversity of North Carolina at Chapel Hill

and S. Kotz**, Temple University, Philadelphia

The Beta-Stacy distribution, as defined by nihram and Hultquist

E1l is the joint distribution of two randon variables,, X and X2 , when

U)i X) ' has a Stacy (generalized gamma) distribution with density

function

(x ErI)' ca,.x exp C-(x,/a) P

eau.c (X. > 0; a,c,a > 0)

and

(ii) the conditional distribution of X2 , given X,, is beta with

parameters 61' 2 and i ange 0 to X, so that

(2) i 1  (x~lx 2 ) DBO.1 '.62 )3) (x 2/x I (l-x 2/x 1 2X1-
21 22

(0 < x2 < X 1 612 > 0).

Su-3oDom.2 by Air Force Office oz Scientific Resea~x& -under contract

SSupor by, Air Fonrce Office of Scientific 'eseax'ch under contract
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Given n independent pairs of rendom variables {X.,X

(j 1,2,... in), each having the Beta-Stacy distribution is definc

It is clea that, given { X1 .}, the observations {X2i1 cnthe se cad

variable { X2j } provide no further information on the values of .he

parameters a,c and a of the oonmnn distribution of the Xl' Is.

n
In particular, if c and a are known then z X is a suff- cieat

j=j

statistics for a, and the minimum variance unbiased estimatox of a is

A r(na)n
(3) a z (E Xc)-l 1/1 r(na + c-1)

Its variance is

(4) var(l): a2  ) I(na)r(na + 2c-I) 1

[:C(na + c-l)]
2

while the Cram4-Rao lower boamd for unbiased estimators of a is

a2 (nc2 -1
(5) a (ntc2 )

The ratio of var(a) to a2 (ncc 2 )- tends to 1 as n tends to infinity.
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Mihram and Haltqui:st [1 studied the problem of estimating

when observations are available on {X2j ), but noz on {Xj ), it

being supposed that 0 and e2 are knwcn, as well as c and c .

They pggested two estimators, based a, the geom-etric and arithmetic

mean of the X,.'s, respectively:

r(e1 ) r (a) r( el + e2 + ni) n 1/n
2 r(e + n-l)r(a+ (nc)-i r(el + 2) 2j

A62 (e0 + e ) r(a) n

(.)a 3 1 2 z x 2j
eI r(a + c-l) n jTl

SSx,] r(e + s)r(e + e2)
Since EEX S X1) 1 1 2

r(e +0 +s) r(e)
1 2 1

and ENXlt ] at r(a + sc-1)/r(a)

it follows that

t s+pt r(a + (s+t)c-I) r(cI+S)r(o1+.
(7 2CX -1 - -2__

( (a) No I1+e 2+s)r(o )

From (7) we obtain
{ 21 n 7

va(a a2 r(a) r(. )r(a+2(nc) )r(e,12n-l) (el+2+2n-l)}

1,2I(1:)(l•+n-)i (+n)l)~ nl



= -4-

(8.2) var(a ) AC& +61) 2r~c 2 -

(83 A a2  ~.1 + (nO 1) 1I r~a) r(a+(n+l)Cnc) 1)

(Formulae (8.1) and (8.3) disagree- with the corresponding fonmaalae in

As n. tends to infinity, we have

(9.1) a72 li n vac~a2) + ip'(Oj) ~*'(e1 +62)

(93 a2 ,ra co , 3) c~l[i(cx+c')-~) + 826 1 1(61+62)-

where ip(y) - d ('.og r(y"' and ýp'(y) d 4d))dy dy

And, of course, for all n

(9.2) a2 n var (a ) 1 2)+)~J
Oi(ei+ e02+1) {r(ca+c- )2

Table 1. gives vaIl '-s ,)f:



nvar(a) 2 ar, a nd a or•• a for selected values ofa7 a nv 32 3

c3,,110l, 2 and n. The values for n are calculated from the right hand

sides of (9.1) - (9.3). For each set of values of c,(,O.1 and e2 , n

is taken equal to 100. In a few cases valuLs ame given also for

n = 10, 20, 50 and - . These should suffice to indicate the

variation with n, which is not marked.

In order to see how much accuracy has been lost by ignorance

of '{x the. values of a -2 n var (a*.) (j 1,2) can be compared with

the cormesporiing value

-2 A r(not)r (naýcd~-¢ ~ ~~~a" n vat (al= n [ý acl]

A
for tje minimum variance unbiased estimato*r a1 * These values are given

in Table 2.

Using the approxin.ation p( ) log(a- 1 ) we see, from
2

(9,;1), that 2

-2 A -2(_ +(10) a lirn n var(a 2 c-(- - + '( ) -

n+2 co 2

while

-2(1i) a- !ir n var(a ) a
ai CO



S The e*ws of vax~a2 ) over var(-) 'can be split $-nto parts:

C2  ...L 2a~C ~ "l!

2 -2

* and *'() - *,(e +6,)

.'The excess decreases as a inceases and as a increasz;i the excess dw to

01 and 02 is relatiiely less imacTtmit when a and c ame sLU.

These feature.ý can be seen ficn the figraes in Table 1.

Ccarisaa of Tables 1 and 2 shciei t.-it the vaiables { X2 } often

provide unbiased estimators of c which are of coar•abe ac,=urwcy (e,g.

with variances no more than tw.%ie as revat) to I. ; " especially

notable for the larger value of e1 aId 62 gnordier f'u•-tre whi ch is

indicated by (10) and (11). ExceZt in : cases (set :f 60) in TaŽ.le 1,

the estimator a2 (based on the arithmetic nmrc) has a -dPa1ler van'a'r'e

than a3 (based on the geometric mean). FB). the smaller values of

c and a, the correlation L2tween a2 and 11 -- s;a)l enough to give

* scme hope that the unbiased estima tori

A =,a~ +a4 2

with A c.hosen to minitL[ze var( ) suggested in [I], ý:i1" g a: r a use-

ful reduction in variance. The last two oolw.rns of Tl.e 2. :ve values

of A and var(a.). The reduction in vaxinc<, is certainJly waor"while fox

c = 0.5, but for c = 1.0 aid 2.0 i:- does not see.m to be of mudch i;-mpoxtance.

Note that as c increases the value of A •ccns negatie.



If I and 02 are largr, with a large compared with 02,

3. 2a

then X... and X 23 are highly correlated,,and 0 - (Ye 2oA2 is a

good unbiased estimator of Xlj It wouldc seem likely, therefore (in

* - vicv of (3)) -that

(12) a ( r(na) eo-r(nc+ c-l)]" (E x.
=j=1 2

would be a good (though not unbiased) estimator of a, in such cases.

We note that the statistic

(13) r(e,+e 2+c) r(e,) 1 n

"r (eI+c) r(e1+ea) n a j= X23

is an unbiased estimator of ac w~ th (coefficient of variation) 2equal to

1(14) a + 1 r(el+2c)r (e-) Er(l+0 +o)3

at D O 1+03+ ) r(lie2 +2c)r(e +e2

For the minimum variance unbiased estimator of a ,

(na)-I n XI3

j=1 lj

the (coefficient of driation)2 is (no)-1 On comparison with (1), we

! c
see Lteh when c 1, the efficiency of (13), as an estimator of a , is

0 (+ a)
2+ 2

0! (oI+ 0 + 1)
2
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Table 1 is based on tables to 5 significant figures for

: c 0.5, 1.0, 2.0; a = 0.5, 1.0, 2.0, 3.0

eI , 82 = 0.5, 1.0,• 2.0, 5.0; n = 10, 20, 50, 100. -

calculated with an APL progran devised by Mr. J. 0. Kitchen, to

- whom we express our gratitude. Thanks are also due to Mrs. G. Ballard

for assistanae with the preparation of this paper.
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